
Class shift condition: testing distribution 𝑃𝑃𝑡𝑡𝑡𝑡 is a mixture of 
those of known 𝑃𝑃kc and augmented classes 𝑃𝑃𝑎𝑎𝑎𝑎.

Table 1:MacroF1 comparison on 10 benchmark datasets
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We study the learning with augmented classes problem (LAC),
where augmented classes unobserved in training data might 
emerge in the testing phase.

Exploiting Unlabeled Data

• Previous studies generally attempt to discover augmented 
classes by exploiting their geometric properties

• Generalization ability of learned models is less explored 

By exploiting unlabeled data, we develop the EULAC approach, 
which enjoys sound theoretical guarantees.

Why unlabeled data is helpful?

Intuition: approximate the distribution of augmented classes by
separating the distribution of known classes from unlabeled data

Figure 3: Influence and estimation 
accuracy of the mixture proportion

Figure 2: growing performance with more unlabeled data

Results
• EULAC ranks first on 8/9 datasets
• EULAC uses unlabeled data well
• Performance will be influenced by 𝜃𝜃, 

but its estimation is accurate

Consistency: minimizing 𝑅𝑅𝐿𝐿𝐿𝐿𝐿𝐿 is identical to minimize the 0-1 risk 𝑅𝑅

Convergence: our kernel-based approach can minimize 𝑅𝑅𝐿𝐿𝐿𝐿𝐿𝐿

Where 𝜽𝜽 ∈ [0,1] is the mixture proportion. 

Equivalence of the risk: under the class shift condition, 

Classifiers’ risk over testing distribution
equal

LAC risk 𝑅𝑅𝐿𝐿𝐿𝐿𝐿𝐿 can be assessed in training with labeled data and 
unlabeled data. Different algorithms can be derived by minimizing 
𝑅𝑅𝐿𝐿𝐿𝐿𝐿𝐿 on various hypothesis space. 

Generalized class shift condition: consider the distribution 
change on known classes together with augmented classes

prior change happens on known classes

Equivalence 𝑅𝑅𝐿𝐿𝐿𝐿𝐿𝐿 = 𝑅𝑅𝜓𝜓 also holds under the generalized condition

 Empirical risk minimization on kernel-based hypothesis set

 We also minimize 𝑅𝑅𝐿𝐿𝐿𝐿𝐿𝐿 with deep models

The optimization problem is convex if we choose:
• multiclass loss function Ψ as one-vs-rest loss (OVR)
• binary loss function 𝜓𝜓 in OVR loss is convex and satisfies
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